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Announcements

 Here we go! Get cozy..PJs, coffee-in-hand, ready
to talk ML :)

* Use the "raise hand” feature (under “participants”)

* |'ll scroll through periodically and see if here are
any questions; if | call on you, unmute yourself



How's everyone feeling? <3

(a) Super!

(b) Kinda freaked out but healthy
(c) A little sick

(d) Very sick, very scared



logay

* GGradient Descent
* Supervised vs. Unsupervised Learning

e K-Means and EM
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Training with Gradient Descent
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Training with Gradient Descent

Function Curve Error Surface

lteration = 100
Weight = -0.10
Bias = 0.49
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Input
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Training with Gradient Descent

Helptul equations for following along In the jupyter notebook

Q = Z (mX; + b))*

0Q B
%_;—Q(Y@—m&,—b)—o
Z —2X,;(Y; —b—mX;) =0
_COU(X,Y) o _
m = Var(X) b=Y —mX
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https://independentseminarblog.com/2018/01/12/moving-below-the-surface-3-gradient-descent-william/
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e Supervised: Explicit data labels
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Oh you thought it was that
simple”? How cute...

* Semi Supervised—Combining large amounts of
unlabelled with smaller amounts of labelled (pretraining)

» Weakly/Distantly Supervised—using noisy labels or

partial labels (bootstrapping, automatically-labeled
data)

* Reinforcement Learning—Iabel on the result of a

seqguence of actions, but not on each action (games,
robotics)
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Oh you thought it was that
simple”? How cute...

Semi Supervised—Combining large amounts of
unlabelled with smaller amounts of labelled (pretraining)

Weakly/Distantly Supervised—using noisy labels or
partial labels (bootstrapping, automatically-labeled
data)

Reinforcement Learning—Iabel on the result of a
seqguence of actions, but not on each action (games,
robotics)

“‘Found” Data... (?)
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Unsupervised Learning

* “Finding structure in data” (vs. predicting labels)
e |n data science, this is typically for “exploratory

analysis”. “What the $@%! is this data even?! Enlighten
me.”
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Unsupervised Learning

» “Finding structure in data” (vs. predicting labels)

e |n data science, this is typically for “exploratory
analysis”. “What the $@%! is this data even?! Enlighten

me.

* Or for preprocessing/featurizing—e.g. so you can use
article “topics” to predict clicks.
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Unsupervised Learning

“Finding structure in data” (vs. predicting labels)

In data science, this is typically for “exploratory
analysis”. “What the $@%! is this data even?! Enlighten
me.”

Or for preprocessing/featurizing—e.g. SO you can use
article “topics” to predict clicks.

In ML, right now, used extensively for “pretraining” (e.g.
autoencoding, dimensionality reduction, language
modeling™)
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Clicker Question!
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Clustering

Discussion Question!

What is it good for...?

(...because those free-form answers were
enlightening last time...)
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Clustering

Find groups of customers with similar tastes

Find topics within a set of news articles

Find genres within a library of music
Extrapolating—make predictions about your new

business based on behavior of similar old
businesses
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K Means

define parameters: K, max 1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1in range (K) ]

while iter < max 1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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K Means

“Hyperparameters” (L.e. not model parameters)

define parameters: K, max 1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1in range (K) ]

while iter < max 1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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K Means

How many clusters we want to find

define parameters: K, max 1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1in range (K) ]

while iter < max 1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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K Means
When to quit. Things arent changing,
or we have qotten bored.

define parameters: K, max i1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1in range (K) ]

while iter < max 1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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K Means

Randomly quess what the means are
(Lots of Ways to do this)

define parameters: K, max 1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1n range (K) ]

while iter < max 1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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K Means

Q@.Fwéo& unkil your hvperparameﬁers say
to s&og

define parameters: K, max 1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1in range (K) ]

while 1ter < max i1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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K Means

Assigh each me% o ks closest mean

define parameters: K, max 1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1in range (K) ]

while iter < max i1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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K Means

Recompute the means to be the mean
of the points assigned to each cluster

define parameters: K, max 1ter, min diff

1ter = 0
change = 1nf
means = [random () for 1in range (K) ]

while iter < max 1ter and change > min diff:
update assignments ()
compute new means ()
change = max 1 (dist(new mean 1, old mean 1))
iter += 1
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harmonic complexity

K Means

quess what the
means are

tempo
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K Means

®¢ o X

X

Assigin each
Fom& Fo
closesk mean

tempo
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harmonic complexity

K Meaﬂs re-compute

means to be

® O ® center of

‘ clusters

0o o

° X

tempo
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harmonic complexity

K Means
oo ©

‘ Converged!

PP

o &

tempo
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Clicker Question!
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Clicker Question!

What is the “loss” that we are trying to
minimize here?

(a)Number of clusters

(b)Distance of points to their respective clusters
(c) Distance between clusters

(d)Probability of observed data
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Clicker Question!

What is the “loss” that we are trying to
minimize here?

[a)Number of clusters

(b)Pistance of points to their respective clusters
(¢) Vistance between clusters

(d)Probability of observed data
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Clicker Question!

What is the “loss” that we are trying to
minimize here?

[a)Number of clusters

(b)Pistance of points to their respective clusters
(¢) Vistance between clusters

(d)Probability of observed data

59



Clicker(/Discussion) Question!

s this a good objective”

(a)Yes
(b)No
(¢) Sure, why not.
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Clicker(/Discussion) Question!

s this a good objective”
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(b)No
(¢) Sure, why not.
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How many clusters?

mean dist to center
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How many clusters”

X D
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How many clusters”

"Elbow Point”

mean dist to center




Other techniques:

HOW T), » Silhouette

e |ntuition/Divine Intervention
e |GTM

"Elbow Point”

mean dist to center
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Other technigues:

HOW [T). - Silhouette

e [ntuition/Divine Intervention

e LGTM
¢ o b(E) — afi) |
) 5(8) = max{a(i), b(i)} Point

disktance ko own cluster

. 1 .
oli) = Gy D (i)

diskance &o next besk clusker —

Zdlj ........ N

IS(O

b(7) = min
k#z ‘ k ‘

D ———,







Expectation Maximization (EM)



Expectation Maximization (EM)

means = [random() for  1n range (K) ]
while iter < max 1ter and change > min diff:
update assignments ()

compute new means ()
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Expectation Maximization (EM)

randomly 1nitialize params

while not converged:
data = estimate likelilihood (params)
params = maximize likelilhood(data)

/2




Expectation Maximization (EM)

E Step: estimate the Llikelithood of data
under current parameter setting

randomly 1nitialize params

while not converged:
data = estimate likelihood (params)
params = maximize likelihood (data)

/3




Expectation Maximization (EM)

M Step: ad just the the parameters so as to
moximize the expectation of the data

randomly 1nitialize params

while not converged:
data = estimate likelilhood (params)
params = maximize likelihood (data)
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Expectation Maximization (EM)

harmonic complexity

£ s&ep: Assigh
‘ ‘ ‘ each me& to

‘ closestk wmean
®¢ "o

® x o
X
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http://www.dirkhovy.com/portfelio/papers/download/an_evening with EM.pdf
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Expectation Maximization (EM)

harmonic complexity
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http://www.dirkhovy.com/portfolio/papers/download/an_evening_with_EM.pdf

Expectation Maximization (EM)

0.4
T~ @ 056

N

EM -> “soft” K-Means, where
poiv\ﬁs b@i@hg o a probo\biu%j
diskribution over clusters...

harmonic complexity

tempo
http://www.dirkhovy.com/portfelio/papers/download/an_evening with EM.pdf
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ﬁ’\'\()\. Slide from crowdsourcing lecture

HOME | NEWS | PHOTOS | STYLE | GAMES | CELEBS | PEOPLE TV | ARCHIVE

Requester: Danielle Limberg i SE— : HITE

Was arrested actress Heather
Locklear because of the driving under *~ YVhy was Heather
the effect of an unknown medicine Locklear arrested?

The actress Heather Locklear that . . .
is known to the Amanda through Drlvmg while medicated -
the role from the series "Melrose
Place" was arrested at this

. ]
weekend in Santa Barbara Why d|d the bystander
(Californium) because of the
driving under the effect of an call emergency
N 'ﬁ}\ \| unknown medicine. A female .

3 ',\\‘ witness observed she attempted SeerCES?
8 in quite strange way how to go
from their parking space in
Montecito, speaker of the traffic
police of californium told the
§ warehouse "People'. The female . .
§ witness told in detail, that Locklear Where dld the withess
'pressed “after 16:30 clock .
accelerator and a lot of noise did see her actl ng
when she attempted to move their
car towards behind or forward abnOI"ma")’?
from the parking space, and when
it went backwards, she pulled
itself together unites Male at their

prssmer Mo e i a parking lot | 4 X) = p(X|0) = Z p(X,Z|0) »
Second-Pass HIT & z

There was a lot of noise

78



ﬁ\'\o)‘. Slide from cro

wdsourcing lecture

D a

gw0
HOME | NEWS PHOTOS | STYLE | GAMES | CELEBS A PEOPLE TV | ARCHIVE | E&

Requester:

Danielle Limberg

Was arrested actress Heather
Locklear because of the driving under
the effect of an unknown medicine

The actress Heather Locklear that

Why was Heather
Locklear arrested?

‘Driving while medicated

is known to the Amanda through
the role from the series "Melrose
Place" was arrested at this
weekend in Santa Barbara
(Californium) because of the
driving under the effect of an

\§ unknown medicine. A female
|| witness observed she attempted
in quite strange way how to go
from their parking space in
Montecito, speaker of the traffic
police of californium told the
warehouse “People'. The female
W witness told in detail, that Locklear
A} 'pressed "after 16:30 clock
4 accelerator and a lot of noise did

@l when she attempted to move their
\ll car towards behind or forward
from the parking space, and when
it went backwards, she pulled
itself together unites Male at their
sunglasses'. A little later the
female witness that did probably

Second-Pass HIT

Why did the bystander
call emergency
services!

There was a lot of noise
Where did the witness
see her acting
abnormally?

‘In a parking lot

SPONSORED LINKS

X)

=p(X|6) = ) p(X,Z[6)
Z

(That I dont th

ke we ackua

covered, but iks

cool iks fine...
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Goal: Find “true” labels despite
Nnoisy annotations from workers...

worker1 worker?2 worker3 worker4d workerb
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compute labels
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workers to trust.

(U

emaild

emails



Goal: FInd “J[I'UEEM EVERYTHlNG"”
NoISy annotation

worker1l worker2

Easy! If you tell me ‘

how much to trust each
worker, | can trivially
compute labels

Sure, just tell me
- the labels and | can

easily figure out which
workers to trust.

(U

emaild

emails
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email?

email3
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emails

spam Not
? ?
? ?
? ?
? ?
? ?
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Not
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Not
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Clicker Question!
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w i w2 w3 w4 w5

email

emaill | 2

Clicker Question!

()04 0.6
(b) 0.6, 04
(¢) 0.8 0.2
(d) 1.0, 0.0 ”

w1l spam not
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not 0 1
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Clicker Question!

97



email

email

email?

email3

email4

emails

0.8

0.6

0.6

0.6
98

Clicker Question!

(2)04 0.6
(b)0.6, 04
(¢)0.8 0.2
(d) 1.0, 0.0



email

email

email?

email3

email4

emails

0.8

0.6

0.6

0.6
99

Clicker Question!

(a)04 0.6
(b)0.6, 04
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email spam | 1
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W1 w2 w3 w4 wh w1l spam not
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w4  spam not
spam 1 0
not 0 1
wh5 spam not
spam | 0.5 0.5
not 1 0




w1l spam not

spam 1

Not

emaild 0.74

email?2 0.69

email3 0.71

email4 0.82

emails 0.74
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email

email

email?

email3

email4

emails

0.26

0.69

0.29

0.82

0.20

0.74

0.31

0.71

0.18

0.74
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w1l spam not
spam 1 0
not | 0.67 0.33
w2 spam not
spam 1 0
not | 0.33 0.67
w3 spam not
spam 1 0
not 0 1
w4  spam not
spam 1 0
not 0 1
wh5 spam not
spam | 0.5 0.5
not 1 0




max_iter Or
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min_di



