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Announcements

* This class is going viral! (Funny” No”? Too soon?)
* Not officially, but starting to prep just in case

* [rial run on Thursday

 Quizzes and Clickers will remain both valid until
further notice

e Questions?
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ML “preliminaries”—terminology, basic building
blocks, conceptual background

* [he two faces of linear regression

* Jraining with Stochastic Gradient Descent
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Quick Clicker Q!

How much ML experience have you had?

None at all. | have obviously heard of ML but I've never really
dealt with it.

Small amount of informal experience. I've read articles/blog
posts and gotten the gist of how it works.

Like (b), but I've followed along an coded some models myselt
Comfortable. I've taken an ML class.

Very comfortable. I've taken an ML class/classes and I've built
models myself for research projects or internships.
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Quick Clicker Q!

Characterize your knowledge of ML:

(a) Mostly “conventional” ML
(b) Mostly deep learning
(c) Equally comfortable with both

(d) Not comfortable with either
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Goal/Task
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Data




Oversimplified ML

Goal/Task
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Prediction of some kind, e.q.:
° price of a stock (number)
* sentiment of a piece of text (discrete label)
e objects i an image (tagging)
* strategy for a video game(sequence)
* parse tree of a sentence (tree structure)
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Oversimplified ML

Goal/Task

Can be anything. Usually data size and/or
representation is the limiting factor.




Decisions about how the F?robtam s structured
AND how bto estimate parama&ers

o Linear/logistic regression

o SVMs

° Naive Bayes, Bayesian Nebworlks

¢ Neural Networlks

® se g

Data
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Defining an ML problem

Goal/Task

|

Model

Data




MACHINE LEARNING

VISUALIZATIONS

INCREASE CONSUMPTION

HIGH ENGAGEMEN]

https://youtu.be/ba2 wSsDwkQ?t=682



https://youtu.be/bq2_wSsDwkQ?t=682

MACHINE LEARNING
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Defining an ML problem
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Defining an ML problem

e \What is “machine learnable”?
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Defining an ML problem

e \What is “machine learnable”?

o Like—bastealy-everphirgrght? WRONG!! (kind of)
* |[nput features need to be concrete and

representable. Definition of “success” needs to be
quantifiable (and, right now, usually difterentiable).
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Defining an ML problem

Objective/Loss Function = 7?7

Data = Reading Habits
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Defining an ML problem

Objective/Loss Function = 7?7

Feabtures = 777
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Defining an ML problem

Ob jective/Loss Function = 277

Feabtures = 777
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Prediction larget

 Goal = Increase consumption of “content” NOS for
your ettekbatttarm pulitzer-prize worthy publication

20



Prediction larget

 Goal = Increase consumption of “content” NOS for
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* Prediction target....ideas”
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Clicker Question!
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Prediction larget

 Goal = Increase consumption of “content” NOS for
your ehekbatttarm pulitzer-prize worthy publication

* Prediction target....ideas”

Time spent on site (avg. per user/total)

N\
N\

N\

um
um
um

Der of users
oer of articles read (need to define “read”)

ner of articles clicked on

Time per article
Articles shared...
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Clicker Question!
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Prediction larget

 Goal = Increase consumption of “content” NOS for
your ehekbatttarm pulitzer-prize worthy publication

* Prediction target....ideas”

* Objective/Loss Function...ideas?

 Time spent on site (avg. per user/total)

 Number of users

« Number of articles read (need to define “read”)
Number of articles clicked on

* Time per article

* Articles shared...
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e Predictionta—"*

Prediction larget

 Goal = Increase consumption of “content” NOS for
your ehekbatttarm pulitzer-prize worthy publication

» Objective/Lo

Times °
Numbe °
Number of articles read (need to define “read”)
Number of articles clicked on

Time per article

Articles shared...

Al - N

Ditference between predicted and true value
Squared difference between predicted and
true value

Predicted probability of true value

Whether you were right or wrong (binary)

33



e Predictionta—"*

Prediction larget
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Defining an ML problem

Ob jective/Loss Function = 277

Feabtures = 777
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Defininvg an ML Erob\em

Objective/Loss Function = squared difference
bebween prac:iw:&aci &o&ai number of clicks and
actyal total Mumber of clicks

Feaklures = 7?7
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Defininvg an ML q|g3rob\em

Ob jectiveZLoss Function = squared difference
bebween prechEed total number of clicks and
actual total ur T CLiCKS

S AN S DT T 1T U C
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Features

 Data = Reading habits collected via HH&H—’[—hGI’—E—eé

() () ) () Al A AYA - .. -...- Al A A A \ A
V \_/ \J U o \_/ \_/ \_/ V V \_/ o

user-consented GDPR-compliant data usage
agreements
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Features

 Data = Reading habits collected via HH&H—’[—hGI’—E—eé

() () ) () Al A AYA - .. -...- Al A A A \ A
V \_/ \J U o \_/ \_/ \_/ V V \_/ o

user-consented GDPR-compliant data usage
agreements

e Features....ideas”
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Clicker Question!
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 Data = Reading habits collected via HH&H—’[—hGI’—E—eé
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Features

 Data = Reading habits collected via Hﬂau%he%%eel

() () ) () AlA AYA - .. -...- .. A A \ A AA
\/

\J U o \_/ \_/ V V N/ A

user-consented GDPR-compliant data usage
agreements

e Features

Article topic

Recency (minutes since release)

Words in title/snippet

Presence of photo

Reading level

—onts/layouts

User location

Topics of articles the user has read previously
Number of likes
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Features

 Data = Reading habits collected via Hﬂau%he%%eel

() () ) () AlA AYA - .. -...- .. A A \ A AA
\/

\J U o \_/ \_/ V V N/ A

user-consented GDPR-compliant data usage
agreements

e Features

Article topic

Recency (minutes since release)

Words in title/snippet

Presence of photo

Reading level

Fonts/layouts

User location

Topics of articles the user has read previously
Number of likes
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Features

Recency: Float
Words in title: String
Presence of photo: Boolean

Reading level: Integer
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Features

Clicks Recency Reading Photo Title
Level
10 1.3 11 1 “‘New Tax Guidelines”
1000 1.7 3 1 “This 600Ilb baby...”
1000000 54 5 : 18 reasons you should neve”r
look at this cat unless you...
1 5 g 19 0 The Brothers Karamazov: a neo-

post-globalist perspective”
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Features

. Reading .
Clicks | Recency Level Photo Title
10 1.3 11 1 “New Tax Guidelines”
1000 1.7 3 1 “This 600Ilb baby...”
1000000 54 5 : 18 reasops you should neve”r
look at this cat unless you...
1 5 g 19 0 The Brothers Karamazov: a neo-

post-globalist perspective”
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Features
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Features

Clicks | Recency Reading Photo Title
Level
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Features

. Reading .
Clicks Recency Level Photo Title
10 1.3 11 1 “‘New Tax Guidelines”
1000 1.7 3 1 “This 600lb baby...”
1000000 54 5 : 18 reasons you should neve”r
look at this cat unless you...
1 5 g 19 0 The Brothers Karamazov: a neo-

post-globalist perspective”
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Features

Reading PhOtO

Clicks Recency Level Title
10 1.3 11 1 “New Tax Guidelines”
1000 1.7 3 1 “This 600Ilb baby...”
“18 reasons you should never
1000000 24 2 1 look at this cat unless you...”
1 £ 9 19 0 The Brothers Karamazov: a neo-

post-globalist perspective”
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Features

Reading BHOto Title: Title: Title:  Title:

Clicks Recency

Level ‘new “tax” “this” o
10 1.3 11 1 1 0 0 0
1000 1.7 3 1 0 0 1 1
'00000C 2.4 2 1 0 0 1 1

1 5.9 19 0 0 0 0 0
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Features

Reading BHOto Title: Title: Title:  Title:

Clicks Recency

Level ‘new “tax” “this” o
10 1.3 11 1 1 0 0 0
1000 1.7 3 1 0 0 1 1
'00000C 2.4 2 1 0 0 1 1

1 5.9 19 0 0 0 0 0
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Clicker Question!
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Clicker Question!

For the problem set up, how many features will
there be”? |.e. how many columns in our X matrix,
(not including Y)?

Y: happlness

X1l: day of week (“monday”, Y“tuesday”, .. “sunday”)
X2: bank account balance (real value)

X3: breakfast (yes,no)

X4 : whether yvou have found your i1nner peace

(yes, no)

X5: words from last week’s worth of tweets
(assuming tweets are at most 15 words long and
there are 100K words 1n the English vocabulary)

(a)112,000 (c) 27
(b)9 (d)110000



Clicker Question!

For the problem set up, how many features will
there be”? |.e. how many columns in our X matrix,
(not including Y)?

Y: happlness

X1l: day of week (“monday”, Y“tuesday”, .. “sunday”)
X2: bank account balance (real value)

X3: breakfast (yes,no)

X4 : whether yvou have found your i1nner peace

(yes, no)

X5: words from last week’s worth of tweets
(assuming tweets are at most 15 words long and
there are 100K words 1n the English vocabulary)

(2)100012 (e) 27
(b)9 (d) 100010



Defininvg an ML q|g3rob\em

Ob jectiveZLoss Function = squared difference
bebween prechEed total number of clicks and
actual total ur T CLICIES

S AN S DT T 1T U C
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Defininvg an ML q|g3rob\em

Ob jectiveZLoss Function = squared difference
bebween predicﬁed total number of clicks and
actual total u.r T CLICIES

M AN T T U o

Features = {Qeaemcyﬂo—a&, Readinglevel:Int,
Photo:Bool, Title_Néw:Bool, Title_Tax:Bool, ...}



VlioqQel

ML = Function Approximation
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VlioqQel

ML = Function Approximation
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VlioqQel

ML = Function Approximation
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VlioqQel

ML = Function Approximation
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You define inputs
and oubpukbs,

S (Tk really hard r
S e Tea a F&
5 A NG
Sy O e S ~- i o
) e |\ S TR A <o .
A ".4.;: A .
Ay LS k- 3




VlioqQel

ML = FUNCUC e machine will (ideally) tearn

. @ the function

T o

| (with a Lot of help from you)
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VlioqQel

ML = Functic The machine will (id&atij) Llearn
. the function
(_mc&k a Lot of help from you)
| (The part that qgets the
mosk a&&em&om )

DR g LN
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#1

* Make assumptions about the problem domain.
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Viogel
#1

* Make assumptions about the problem domain.

* How is the data generated?
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Viogel
#1

* Make assumptions about the problem domain.
* How is the data generated?

 How is the decision-making procedure structured?
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Viogel
#1

* Make assumptions about the problem domain.
* How is the data generated?
 How is the decision-making procedure structured?

* \What types of dependencies exist?
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VlioqQel

 Make assumptions about the problem domain.

* How is the data generated?

 How is the decision-making procedure structured?
 What types of dependencies exist?

* [rending buzzword: “inductive biases”

#2

e How to train the model?
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VlioqQel

Regression: continuous (infinite) output
f(reading level) = # of clicks

clicks
7/

reading level



VlioqQel

Classification: discrete (finite) output
f(reading level) = {clicked, not clicked}

clicks

readigg Ieve|




VlioqQel

clicks = m(reading level) + Db

Linear Regression —» The specific

~ “model” we are using here,
N
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readmng level



VlioqQel

m(reading level) + Db

clicks —» output/labels/target

clicks
/

readmng level



VlioqQel

clicks = m( ) + Db

reading level —» The “feature” which
is observed/derived from the daka

clicks
/

readsmg level



VlioqQel

clicks = m(reading level) +
m and b —> The “parameters” which
need to be set (by looking at data)
h N
N
N
N
0 N
X N
O N
O S
N
N
N
N

readsng level



VlioqQel

clicks = m(reading level) + Db
m —
o “setting parameters’,
. “leariing”, “training”,
N “estimation”
% N
X N
O N
O S
N
N
N
N

readsng level



VlioqQel

clicks = m(reading level) + Db
m p—
o parame&er values,
N “weights”,
\ )
S “coetficients”
W N
X N
O N
O S
N
N
N
N

readsmng level
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M AN T T U o

Features = {Qecemav:ﬂc}a&, Readinglevel:Int,
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Defining an ML problem

Objective/Loss Function = squared
difference between predicted total number of
clicks and actual total number of clicks

|

Linear Regression

|

Features = {Recency:float, ReadinglLevel:Int,
Photo:Bool, Title_New:Bool, Title_Tax:Booal, ...}
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Defining an ML problem

Objective/Loss Function = squared
difference between predicted total number of
clicks and actual total number of clicks

|

Linear Regression

|

Features = {Recency:float, Reac
Photo:Bool, Title_New:Bool, Title §




Defining an ML problem

Objective/Loss Function = squared
difference between predicted total number of
clicks and actual total number of clicks

Soooo...how do I khow
i nmy model is good?
Linear Regression

|

Features = {Recency:float, Reac
Photo:Bool, Title_New:Bool, Title

Q-7
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Train/Test Splits
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MSE = &




Train/Test Splits
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Clicker Question!
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Clicker Question!

\\Vhat should we expect MSE to do?

~

(a) Go up
(b) Go down

(¢) Stay the same (modulo randowm variation)
|
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Clicker Question!

\\Vhat should we expect MSE to do?

~

(a) &0 up

Wi Go down

(¢) Stay the same (modulo randowm variation)
|
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Clicker Question!

\\Vhat should we expect MSE to do?

~

~N
~N
~N
~N

(a) Go up
(h) Go down

(¢) Stay the same (modulo randowm variation)
|
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Train/Test Splits
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Train/Test Splits

~

MSE = 12




Train/Test Splits

Problem qels worse as models get
more powerful/flexible

MSE. = 4
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Train/Test Splits

Problem qels worse as models get
more powerful/flexible

MSE = 14

101



102



logay

ML “preliminaries”—terminology, basic building
blocks, conceptual background

- The two faces of linear regression

* Jraining with Stochastic Gradient Descent
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Regression

sston . ML
Amai.:}sf,s i Skaks Regression
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Regression
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Amai.:}sf,s i Skaks Regression

M Make claims about whether
there is a meaningful
relationship between X and Y

105



Regression

sston . ML
Amai.:}sf,s i Skaks Regression

M Make claims about whether M Given X, predict Y; deploy a
there is a meaningful model to make predictions
relationship between X and Y for new inputs

106



Regression

sston . ML
Amai.:}sf,s i Skaks Regression

M Make claims about whether M Given X, predict Y; deploy a
there is a meaningful model to make predictions
relationship between X and Y for new inputs

[ (Often) interested in
causation; focus on controls
and removing colinearity

107



Regression

sston . ML
Amai.:}sf,s i Skaks Regression

M Make claims about whether M Given X, predict Y; deploy a

there is a meaningful model to make predictions
relationship between X and Y for new inputs

[ (Often) interested in M Focused on prediction
causation; focus on controls accuracy; exploiting
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Regression
Analysis in Staks

Regression in ML

M Make claims about whether
there is a meaningful
relationship between X and Y

[ (Often) interested in
causation; focus on controls
and removing colinearity

M A “result” is typically in the
form of a significant
relationship and/or practically
relevant etfect size

M Given X, predict Y; deploy a
model to make predictions
for new inputs

M Focused on prediction
accuracy; exploiting
correlation is totally fine
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Regression
Analysis in Staks

Regression in ML

M Make claims about whether
there is a meaningful
relationship between X and Y

[ (Often) interested in
causation; focus on controls
and removing colinearity

M A “result” is typically in the
form of a significant
relationship and/or practically
relevant etfect size

o

110

M Given X, predict Y; deploy a

model to make predictions
for new inputs

Focused on prediction
accuracy; exploiting
correlation is totally fine

M A “result” is typically in the form

of an improvement in prediction
performance on a (held out)
test set



Regression

sston . ML
Amatjsis i Skaks Regression

M Make claims about whether M Given X, predict Y; deploy a

there is a meaningful model to make predictions
relationship between X and Y for new inputs

[ (Often) interested in M Focused on prediction
causation; focus on controls accuracy, exploiting
and removing colinearity correlation is totally fine

M A “result” is typically in the M A “result” is typically in the form
form of a significant of an improvement in prediction
relationship and/or practically performance on a (held out)
relevant effect size test set

M Avoid overfitting by preferring
simple models; avoid
overclaiming by accounting
for “degrees of freedom”
when computing p values
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Regression
Analysis in Staks

Regression in ML

M Make claims about whether

there is a meaningful
relationship between X and Y

(Often) interested in
causation; focus on controls
and removing colinearity

A “result” is typically in the
form of a significant
relationship and/or practically
relevant etfect size

Avoid overtitting by preferring
simple models; avoid
overclaiming by accounting
for “degrees of freedom”
when computing p values
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M Given X, predict Y; deploy a

model to make predictions
for new inputs

Focused on prediction
accuracy; exploiting
correlation is totally fine

A “result” is typically in the form
of an improvement in prediction
performance on a (held out)
test set

M Avoid overfitting through

regularization; avoid
overclaiming by maintaining
train/test splits and reporting
test performance



Regression

sston i ML
Amatjsis i Skaks Regression in M

M Make claims about whether M Given X, predict Y; deploy a

there is a meaningful model to make predictions
relationship between X and Y for new inputs

1 (Ofter = - C | SN
causa Bul! These are the same model.
and re . We (S

These difference are “in

M A “res " . " n the form
‘orme¢  general”/! b:j convention”, not prediction
relatio anything fundamental. 1d out)
releva. . . _____ |

M Avoid overfitting by preferring | & Avoid overfitting through
simple models; avoid regularization; avoid
overclaiming by accounting overclaiming by maintaining
for “degrees of freedom” train/test splits and reporting

when computing p values test performance
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Regression
Analysis in Staks

Regression in ML

M Make claims about whether
there is a meaningful

relationship between X and Y

[ (Often) interested in
causation: focus on controls

dnc

M A

relevant effect size

M Avoid overfitting by preferring

simple models; avoid
overclaiming by accounting
for “degrees of freedom”
when computing p values

Different scientific commumnities
relationship andyorpractically

M Given X, predict Y; deploy a

model to make predictions
for new inputs

M Focused on prediction

accuracv: exploitina

> form

pDETToTTTance orna-tnela out)
test set

M Avoid overfitting through

regularization; avoid
overclaiming by maintaining
train/test splits and reporting
test performance



Regression

sston i ML
Amatjsis i Skaks Regression in M

M Make claims about whether M Given X, predict Y; deploy a
there is a meaningful model to make predictions

relationship between X and Y for new inputs

ol gﬂ Different scientific communities

anc wikh Cib‘f"fﬁrﬁﬂ& SQO\LSq

@ A (and different software packages :)) 2 form

. | liction

g; <= R, staks_models, STATA i
rele SM‘L@&T’M, ma&tab, Pv%af‘t‘k -7

M Avoid overfitting by preferring | M Avoid overfitting through
simple models; avoid regularization; avoid
overclaiming by accounting overclaiming by maintaining
for “degrees of freedom” train/test splits and reporting
when computing p values test performance
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Regression
Amaijsis ti Skaks

Regression in ML

M Make claims about whether
there is a meaningful
relationship between X and Y

M (Often) interested in
causation; focus on controls
and removing colinearity

M A “result” is typically in the
form of a significant
relationship and/or practically

' preferring
Id
ounting

M Given X, predict Y; deploy a
model to make predictions
for new inputs

M Focused on prediction

accuracy; exploiting
correlation is totally fine

M A “result” is typically in the form

of an improvement in prediction
performance on a (held out)
test set

M Avoid overfitting through
regularization; avoid
overclaiming by maintaining
train/test splits and reporting
test performance
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In the limit, | think these goals are the same. Even

" It we care about prediction (and we want to do It using as
few models as possible), shouldn’t we get the best
performance by modeling the “true” underlying process?

Isn’t it the case that correct explanatory/causal models
necessarily make right predictions, but not vice-versa?

fort
relation
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preferring
Id
Sounting
dom”
alues
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M Avoid overfitting through
regularization; avoid
overclaiming by maintaining
train/test splits and reporting
test performance



//wp/ \q\
Counter argument: You can get perfect” predictive \
performance with the wrong model. We were extremely

good at predicting whether objects would fall or float long
before we knew about gravity.

Explanatory/causal models are hard! We might never get
there. Maybe empirically accurate predictions

should lead, and theory/explanation will Jiction
follow?? <ld out)

relation
relevant effect s

M Avoid overfitting by preferring | & Avd
simple models; avoid
overclaiming by accounting
for “degrees of freedom”
when computing p values
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ML “preliminaries”—terminology, basic building
blocks, conceptual background

* [he two faces of linear regression

- Training with Stochastic Gradient Descent
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Viogel
#1

* Make assumptions about the problem domain.

* How is the data generated?

 How is the decision-making procedure structured?
 What types of dependencies exist?

* [rending buzzword: “inductive biases”

e How to train the model?
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Training with Gradient Descent

n

minimize Z(Y; — Y)Q

1=1



Training with Gradient Descent

n

minimize Z(Y; — Y)Q

1=1




Training with Gradient Descent

n

7\ 2
minimize Y; — Y




Training with Gradient Descent

TL

minimize (Y; — Y)2

b = —mX

Cov(X, Y
- Var(X
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Training with Gradient Descent

TL

minimize (Y; — Y)2

\/




Training with Gradient Descent

minimize Z(Y; — Y)2




Training with Gradient Descent

n

minimize Z(Y; — Y)Q

1=1
8 n
\ / ﬁzg—zxi(m—b—mxi)
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Training with Gradient Descent

Function Curve Error Surface

lteration = 100
Weight = -0.10
Bias = 0.49

0.8

Error

Qutput

.7 b oconmonomenmencommscemimsinet ....................................
0 i
-5 0 5
Input
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Training with Gradient Descent

Helptul equations for following along In the jupyter notebook

Q = Z (mX; + b))*

0Q B
%_;—Q(Y@—m&,—b)—o
Z —2X,;(Y; —b—mX;) =0
_COU(X,Y) o _
m = Var(X) b=Y —mX
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